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ABSTRACT 
     It is well established that the multimedia community, including both producers and the 
consumers of multimedia data, needs efficient mechanisms to describe, organize, store, query, 
and access collected video data. While various techniques have been proposed to extract 
information from raw video data, there is still a great deal of discussion and research centered on 
how to organize extracted data as well all other meta-data associated with digital video. Video 
meta-data includes information such as camera, lighting, and geographical information, as well as 
information derived from the video such as content and organization.  What is needed is a 
description method that supports the both descriptors and the organization of the video 
information so the meta-data is easy to store, access, exchange, transmit, and process. The 
description should be hierarchical in order to represent the various temporal resolution levels of 
video, including the raw video, story-units, scenes, shots, and frames. Further, the description 
should be self-descriptive so that arbitrary applications can determine what the metadata means. 
And the description should be extensible since more information may need to be added as the 
video is processed or utilized for different functions. Finally, the description should readily inter-
operate with other applications. In this paper, we propose Video Markup Language (VideoML) –
an XML-based makeup language– to organize the video meta-data for video annotation and 
analysis applications. Considering the popularity of XML and the emergent MPEG-7 standard, 
we anticipate that VideoML could play an important role in video data description and exchange 
for a number of video annotation and analysis applications, including those applications that are 
of particular interest to the DoD. 

1. INTRODUCTION 
In many scientific, engineering, industrial, and military applications huge amounts of data are 
generated on a daily basis.  For example, data may be collected in the course of as part of 
experiments conducted at geographically distributed locations at different times. Additionally, in 
some cases it is not practical to consolidate all and house the data on a single data server or 
database. Finally, in many cases the structure of the data is complex and typically heterogeneous.  
Nevertheless, in many collaborative research environments, scientists and engineers would like to 
transmit queries and obtain data useful for their applications by using the web. Thus we need to 
find a method of efficiently describing, organizing, storing, querying, and accessing the data that 
has been collected. When the data consists largely of video, the difficulties are even greater 
because the data is not readily organized. 
     The past decade has witnessed significant advances in multimedia technology. Increasing 
computing power, broadband networks, new compression techniques, cheaper storage, and 
inexpensive and ubiquitous acquisition devices make multimedia data − image, video, audio, 
speech, and graphics− virtually omnipresent. Through VCD and DVD players, MP3 players, and 
the Internet, everyone is becoming a multimedia consumer. Moreover, because of the popularity 
of digital cameras and camcorders everyone is becoming a potential multimedia content producer, 
capable of publishing the multimedia data using the web. Add to this mixture emerging 
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multimedia data sources such as digital libraries, distance learning, telemedicine, and video 
surveillance, and one can see that there is an explosion of multimedia data occurring − and which 
will continue to grow for the foreseeable future. It is a reality that the sheer volume of digital 
multimedia data that is being generated worldwide threatens to overwhelm multimedia 
consumers. Indeed, it can be argued that − without efficient means to access this vast data 
resource − our global society may be overwhelmed and never make appropriate use of this 
unprecedented resource. Thus we argue that there is a growing need to investigate how we access 
multimedia data. In this paper, we focus on the most challenging part of multimedia data, namely, 
video data. Unfortunately the current tools used to organize and access video data are relatively 
primitive compared to the tools that have been developed over the years for textual data. 
     In recent years, active research has been conducted in order to provide methodologies to 
access video data. Various techniques, such as video indexing and video annotation, have been 
proposed to extract information from the raw video data. Video meta-data, the data that describes 
the video content, is one form of information extracted from the raw video data. Meta-data can be 
text-based or symbolic, derived at low-levels of abstraction or higher-levels of abstraction, and 
the data can be automatically generated or manually annotated. Video access will, in many cases, 
be conducted solely based on video meta-data. The video metadata can consist of various video 
features such as spatial features, temporal features, bibliographical features, structural features, 
and grammar symbols, and consequently the organization of the video metadata is problematic. 
What is needed is a description method that supports both descriptors and the organization of the 
video information so that it is easy to store, access, exchange, transmit, and process. The 
description should be hierarchical in order to represent the various temporal resolution levels of 
video, including the raw video, story-units, scenes, shots, and frames. Further, the description 
should be self-descriptive so that arbitrary applications can determine what the metadata means. 
The description should be extensible since more information may need to be added as the video is 
processed or utilized for different functions. Finally, the description should readily inter-operate 
with other applications.  
     Current research is underway in an attempt to provide an appropriate description technique 
that satisfies these requirements. The Synchronized Multimedia Integration Language (SMIL, 
pronounced "smile") [1] enables simple authoring of interactive audiovisual presentations. SMIL 
is typically used for "rich media"/multimedia presentations which integrate streaming audio and 
video with images, text or any other media type. SMIL, however, does not solve the problem of 
how to organize video meta-data. The Multimedia Retrieval Markup Language (MRML), 
formally specified in [2], provides a framework that separates query formulation from actual 
query shipping. MRML is designed to markup multi-paradigm queries for multimedia databases. 
Researchers [3] have demonstrated a video annotation engine in which the video meta-data is 
organized using SGML (Standard Generalized Markup Language). Finally, MPEG-7 [4, 5], 
formally called the Multimedia Content Description Interface, specifies the use of XML 
(eXtensible Markup Language) [6] as the language for the Description Definition Language 
(DDL) used to organize MPEG7 video meta-data. For example, MPEG-7 specifies a collection of 
standard video descriptors −representations of video features− covering color, motion, shape and 
texture. However, MPEG-7 provides only a framework, and specific markup languages need to 
be designed for specific application areas. 
     In this paper we introduce a specification we refer to as the Video Markup Language 
(VideoML) that is designed for video annotation and analysis applications. 
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2. XML BASICS 
 
XML stands for eXtensible Markup Language, which is a markup language much like HTML. 
However, there are some fundamental differences between XML and HTML. Here we list some 
key characteristics of XML in order to explain why we choose to use XML as the language we 
employ to organize video meta-data. 
• XML was designed to describe data by focusing on what the data consists of. In contrast, 

HTML was designed to display data and focuses on how the data appears. Thus, while 
HTML is focused on information display, XML is focused on information description. XML 
is not a replacement for HTML, but a complement to HTML. 

• XML tags are not predefined in XML. You can define your own tags in XML, unlike HTML 
tags that are predefined. 

• XML focuses on the data structure. 
• XML is inherently hierarchical. 
• With DTDs (Document Type Definitions), an XML document is totally self-descriptive and 

can be validated against the specified DTD. 
• XML is extensible. People are free to define their own tags. 
• XML is neutral with regard to databases.  Increasingly more databases support XML. 
• XML is growing in popularity, with more and more applications supporting XML. 
    A DTD (Document Type Definition) defines the legal elements of an XML document. The 
purpose of a DTD is to define the legal building blocks of an XML document. A DTD defines the 
document structure with a list of legal elements. A "well formed" XML document should 
conform to the rules of a DTD. By defining new elements in a DTD, one can use customized tags, 
which makes XML extensible. Of course, different applications need different sets of tags and 
consequently need different DTDs.  
     DTDs are easy to use, but have limited descriptive power. To address this problem the W3C 
has launched an effort to develop a replacement called XML Schema. Schemas support more 
modern modeling concepts, they are better suited for data exchange and application integration, 
and they are written as XML documents. The key task of implementing this framework is to 
design the appropriate XML models –the Document Type Definition (DTD) or Schema in XML 
terminology. 

3. APPLICATION FRAMEWORK 

3.1 General Framework 
 
Figure 1 illustrates a general framework of how data can be organized, stored, and accessed. This 
framework is applicable to many scientific and engineering applications. The data cluster consists 
of nodes that store the data.  As previously mentioned, these data nodes might be geographically 
scattered. The data on these data nodes may be organized using XML and stored as flat files or 
databases. The data cluster also has one node we refer to as the data server, which essentially 
records the data directory. The data directory itself may also be organized using XML. The 
computing cluster consists of nodes that provide computing power. Through the coordination of 
the compute server, data-intensive computing tasks can be distributed and performed in parallel. 
The coordinating instructions necessary for these activities may also be organized using XML. 
The application server is responsible for accepting requests from the client, and then sending data 
query request to data server. The data server locates the data, which might come from several data 
nodes, and sends the data back to the application server. After obtaining the required data, the 
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application server sends a computing request to the compute server with the data. The compute 
server subsequently designs the computing strategy and distributes the computing task among the 
computing cluster resources, and finally sends the results back to application server. The 
application server then sends the result back to the client. In this process, all the following 
elements could be organized using XML. 

• The request from client to the application server. 
• The data query request from the application server to the data server. 
• The data query result. 
• The computing request from the application server to the compute server. 
• The coordinating instructions issued by the compute server. 
• The final result from the compute server to the application server. 
• The final results from the application server to the client. 

Obviously this general framework is centered on the use of XML.  
 

 
 

Figure 1. The general framework. 
 

 
3.2 Application Framework on Video Annotation and Analysis 
 
One possible system architecture is shown in Figure 2. The raw video data first undergoes a video 
segmentation process, which in this case is a shot detection operation that divides the video data 
into basic units −shots. Information extraction then operates on the shots in order to produce 
video meta-data that describes the video content. Next the video meta-data is organized using 
XML. Various video operations can subsequently be performed on the video meta-data. 
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Shot Detection 

The structure within a video stems from the fact that video streams are formed by editing 
different video segments known as shots. A shot is a sequence of frames generated during a 
continuous camera operation and represents continuous action in time and space. Shots can be 
joined together in either an abrupt transition mode, in which two shots are simply concatenated, 
or through gradual transitions, in which additional frames may be introduced using editing 
operations such as dissolve, fade-in, fade-out, and wipe. The purpose of shot detection is to detect 
the shot boundaries, either abrupt transition or gradual transition, and so segment the video stream 
into shots, which are the basic video units for subsequent processing. 
     There are a number of shot detection algorithms [7-23] that fall into two categories: 
those that work in the uncompressed domain and those that operate in the compressed 
domain. 
 
Information Extraction 

After the video is segmented into shots the video content can be extracted from the shots in the 
form of various video features. By analyzing the shot level video features, one can group shots 
into high-level units – scenes. Additionally, one can go further and group scenes into story-units 
that compose the whole video. Video features can have various properties such as the abstraction 
level, the temporal resolution level [24], and the aggregation level [24]. Moreover, video features 
can either be manual or automatic. 
     Associated with any video data are numerous features, from among which we choose 
the following categories of features for our proposed system. 
• Bibliographical information. Bibliographical information is textual information that 

captures the production source, the abstract, the frame rate, the video resolution, the 
compression format, the category, the frame numbers, and so forth. This information 
is most frequently annotated manually, and mainly for high temporal level units. 

Figure 2. Proposed system architecture. 
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• Structural information. Structural information encodes the hierarchical structure of the video, 
in which a whole video is divided into many story-units that in turn are divided into scenes, 
shots, and frames. This structural information can readily be converted to a TOC of the video 
that expedites the video browsing process. 

• Low-level content-based information. Low-level content-based information consists of 
various features that fall into two basic categories: spatial, and temporal. Spatial features refer 
to features such as color, texture, and shape; temporal features refer to features such as object 
motion and camera motion that can only be collected over multiple frames. 

• Grammar labels. Video shots can be classified based on low-level video features and one or 
more (aggregate) labels can then be assigned to each shot. We refer to the aggregate labels as 
grammar labels since they can be potentially used in syntactic video analysis. In most cases a 
predictive model must be constructed based on the low-level video features in order to 
generate the grammar labels. This process can also be called automatic video annotation, and 
represents an integral part of this proposal. 

• Key frames extraction. A set of key frames can be extracted from each shot in order to a) 
represent the shot and make the presentation of the shot easier and b) extract spatial features 
from the key frames instead of the entire collection of frames that comprise the shot. A 
number of algorithms [25-28] have been proposed for key frame extraction, typically based 
on visual differences or on motion patterns. 

• Pointers and references. In order to locate the raw video data that corresponds to a particular 
portion of video meta-data, pointers are added. For example, the starting frame number and 
the ending frame number of shots. We would sometimes like to know where relevant or 
similar video data units (shots or scenes) to another video unit are, and references are used to 
refer to the relevant or similar video data units. Through the use of pointers and references, 
the video meta-data can be stored separately from the raw video data without losing 
necessary links. 

After these, or similar, video features are extracted they can be organized into video meta-data. 
To organize this meta-data, we have designed VideoML – an XML-based video markup language 
for video annotation and analysis.  

Information Analysis 

Once we have the available video information and the meta-data organized in a convenient format 
there are various video analysis operations that can be performed. Analysis results can be 
appended to the video meta-data. Several important applications of video meta-data are identified 
below. 

Table of contents (TOCs) 
Like a TOC for a book, a video TOC is an effective tool for assisting people in accessing video 
information. Because of the hierarchical structure of the video meta-data organized using 
VideoML, as well as the pointers associated with each temporal resolution level, a TOC is 
naturally and directly drawn from the meta-data.  

Hierarchical video query 
Due to the extensive information contained in the video meta-data, various video queries can be 
applied to the video data. For example, we can perform query by key words, query by low-level 
features, query by grammar labels, query by special patterns, and query by example. 
Nevertheless, the hierarchical structure of the video meta-data enables us to retrieve video 
according to different time scales. 
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Syntactic pattern analysis 
The grammar labels we propose to use provide the possibility that syntactic pattern analysis can 
be performed on the video meta-data. Syntactic pattern analysis is an appropriate tool for 
analyzing structured pattern, which cannot be easily accomplished by traditional statistical pattern 
analysis methods. Many video patterns are structured, and this makes syntactic pattern analysis a 
good choice for video pattern analysis.  

4. VIDEOML – VIDEO MARKUP LANGUAGE 
VideoML is designed to facilitate the process of video annotation and video analysis. By 
employing VideoML, the heterogeneous video information extracted from the raw video data can 
be effectively organized, and consequently easily exchanged among different applications. The 
ongoing work will extend VideoML to provide descriptive power for structuring the 
communication information among clients and servers. Furthermore, VideoML will incorporate 
components that deal with the computational effort in video annotation and analysis applications. 
 
4.1 Design of VideoML 
 
Designing an XML model is equivalent to prepare the corresponding DTD or XML Schema. The 
syntax of DTD and XML schema is very complex, and thus it is a challenging task to directly 
write the DTD or XML Schema. However, there are XML modeling tools available in the market, 
and these tools make the XML design significantly easier. TurboXML [29] is one good XML 
modeling tool and it has been used to design VideoML. By using TurboXML, the designer does 
not need to be concerned with the syntax of DTD and XML Schema. The design work is 
conducted in an intuitive and graphical way, and the corresponding DTD or XML Schema is 
generated by saving the model to a disk file. Figure 3 is a screenshot of TurboXML.  
 
4.2 Key Features of VideoML 
 
The formal specification of VidoeML, or either the DTD or XML Schema for VideoML, is not 
fully described here because it is difficult to present the complete schema in a compact fashion, 
and the schema is not necessarily as informative as might be desired.  However, for informational 
purposes a few of the key features of VideoML are identified in this section. Currently, VideoML 
supports features including: 
• Bibliographical information. The bibliographical information is usually associated with high 

level video units such as the whole video or the story-units. The VideoML code for the 
bibliographical information for a video has the form:  
 
<Video> 

    <Title> NBA Final </Title> 
    <Source> CNN </Source> 
    <Resolution> CIF(352x288) </Resolution> 
    <Format> MPEG-1 </Format> 
    <FrameRate> 30 </FrameRate> 

          <Abstract>  
             The first game in NBA final stage between LAKERS and 

     76ers </Abstract> 
    <Category> Sports </Category>  

   </Video> 
 
• Structural information. VideoML provides constructs to describe the hierarchical structure of 

each video. That is, the various level of video segmentation can be easily discerned from a 
VideoML file. This is achieved by utilizing the inherent hierarchical structure of XML. For 
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example, the following code segment describes the structural information of one video 
sequence: 

 
<Video> 

      <!-- Video level features --> 
      <Story-unit ID="001">  
         <!-- Story-unit level features --> 
 
         <Scene ID="001"> 
            <!-- Scene level features --> 

      <Shot ID="001"> 
               <!-- Shot level--> 

      </Shot> 
   </Scene> 
</Story-unit> 

    </Video>  
 

 
 

Figure 3. Using TurboXML to design an XML model. 
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• Low-level, content-based video features. VideoML code constructs can describe spatial 
features like color histograms, edge orientation histograms, and temporal features like 
differences between color histograms and motion vectors.  

 
    <SpatialFeatures> 
       <ColorHistogram> </ColorHistogram> 
       <EdgeOrientHist> </EdgeOrientHist> 
    </SpatialFeatures> 
    <TemporalFeatures> 
       <MotionVectors> </MotionVectors> 
       <DiffColorHist> </DiffColorHist> 
    </TemporalFeatures> 
 
• Grammar labels or automatic annotation results. For example, <Label> B </Label>, 

embedded in a shot element, identifies that the shot has a label B. This label might be 
generated from an automatic annotation module and it is useful for many subsequent 
operations such as syntactic video analysis. 

• Pointer information. The element <StartF> and <EndF> denotes the starting frame 
number and the ending frame number for specific video units, which can be story-units, 
scenes, or shots.  

• Key frames. The element <R-frame>, embedding in a shot element, denotes the key frame 
number(s) for the shot.  

• Communication information among the various nodes of a network such as clients, data 
servers, and computing servers. This is an area of ongoing research in which we are 
attempting to incorporate data in the video meta-data that can be used to describe the 
distributed data constituting the data. 

• Computational instructions. Here we use computational instructions that may be useful for 
distributed and parallel analysis of the video data. Again, this is an area of ongoing research. 

 
4. 3 An Example VideoML File 
 
In order to give readers a flavor of VideoML, Figure 4 shows one example VideoML file. 
 
<?xml version="1.0"?> 
<VideoML> 
<Video ID = "001"> 
    <Title> NBA Final </Title> 
    <Source> CNN </Source> 
    <Resolution> CIF(352x288) </Resolution> 
    <Format> MPEG-1 </Format> 
    <FrameRate> 30 </FrameRate> 
    <Abstract> The first game in NBA final stage between LAKE and 76ers  
</Abstract> 
    <Category> Sports </Category> 
    <StartF> 1 </StartF> 
    <EndF> 16,000 </EndF> 
    <Story-unit ID = "001"> 
        <StartF> 1 </StartF> 
        <EndF> 1012 </EndF> 
        <Category> Actions </Category> 
        <Scene ID = "001" > 
            <StartF> 1 </StartF> 
            <EndF> 300 </EndF> 
            <Category> Lake Offense </Category> 
            <Shot ID = "001"> 
                <StartF> 1 </StartF> 
                <EndF> 98 </EndF> 
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                <R-Frame> 54 </R-Frame> 
                <SpatialFeatures> 
                    <ColorHistogram> 25,39,34,30 </ColorHistogram> 
                    <EdgeOrientHist> 34,34, 5, 54 </EdgeOrientHist> 
                </SpatialFeatures> 
                <TemporalFeatures> 
                    <MotionVectors> 34,45, 54 ,34 </MotionVectors> 
                    <DiffColorHist> 3,4,5, 3 </DiffColorHist> 
                </TemporalFeatures> 
                <AudioFeatures> 
                    <Pitch> 34 </Pitch> 
                </AudioFeatures> 
                <ClosedCaptions> 
                    <HostA> Ivanson is flying! </HostA> 
                    <HostB> I bet he will be the MVP this year!</HostB> 
                </ClosedCaptions> 
                <Label> B </Label> 
             </Shot> 
             <Shot ID = "003"> 
             </Shot>      
             <Shot ID = "004"> 
             </Shot>      
         </Scene>            
         <Scene ID = "002"> 
         </Scene> 
         <Scene ID = "003"> 
         </Scene> 
    </Story-unit> 
    <Story-unit ID = "002"> 
        <StartF> 1013 </StartF> 
        <EndF> 2056 </EndF> 
        <Category> Commercials </Category> 
    </Story-unit>     
    <Story-unit ID = "003"> 
    </Story-unit>     
    <Story-unit ID = "004"> 
    </Story-unit>     
</Video>         
</VideoML> 
 

Figure 4. Example VideoML file. 
 

5. CONCLUSIONS 
In this paper, we have briefly presented the VideoML (Video Markup Language) for video 
annotation and analysis applications. VideoML focuses on the description and organization of 
video meta-data. We are still in the process of designing additional modules to describe client 
service requests, data query requests, computing requests, and the results format. VideoML is 
particularly timely in that while MRML provides some functionality for structuring video queries,  
it is not generally suited for video annotation and analysis applications. We also plan to extend 
VideoML so that it not only organizes various video features within a flexible structure, but it 
also provides components that deal with the computational aspects of processing either the video 
data or the descriptors. For example, a VideoML file could readily specify recommendations for 
parallel computation, optimization, and debugging. One possibility that is being explored is the 
use of VideoML with MatlabMPI, a Matlab implementation of the Message Passing Interface 
(MPI). 
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